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Abstract

Recently, there has been a significant development of the abstract theory of Friedri-
chs systems in Hilbert spaces (Ern, Guermond & Caplain, 2007; Antonić & Burazin,
2010), and its applications to specific problems in mathematical physics. However, these
applications were essentially restricted to real systems. We check that the already devel-
oped theory of abstract Friedrichs systems can be adjusted to the complex setting, with
some necessary modifications, which allows for applications to partial differential equa-
tions with complex coefficients. We also provide examples where the involved Hilbert
space is not the space of square integrable functions, as it was the case in previous
works, but rather its closed subspace or the space Hs(Rd;Cr), for real s. This setting
appears to be suitable for particular systems of partial differential equations, such as
the Dirac system, the Dirac-Klein-Gordon system, the Dirac-Maxwell system, and the
time-harmonic Maxwell system, which are all addressed in the paper. Moreover, for the
time-harmonic Maxwell system we also applied a suitable version of the two-field theory
with partial coercivity assumption which is developed in the paper.
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Complex Friedrichs systems and applications

1. Introduction

Brief overview

The notion of positive symmetric systems or Friedrichs systems dates from Kurt Otto Friedri-
chs [29], who showed that this class of problems encompasses a variety of initial and boundary
value problems for various linear partial differential equations of different types. The classical
theory was developed further by a number of authors (see [36, 37] and references therein), but its
rebirth begins with the development [27] of the theory of abstract Friedrichs systems in Hilbert
spaces, which has been extensively studied during the last decade. Among number of its important
properties, theretofore shortcomings in having only the existence of weak solutions to Friedrichs
systems and the uniqueness of strong ones have been overcome in the abstract theory (see Theorem
1 below).

This renewed interest in Friedrichs systems was initiated by numerical community, resulting
in a number of recent numerical results for Friedrichs systems, mostly based on discontinuous
Galerkin methods and their variants [24, 25, 26]. From these references we understand that
approximating partial differential equations in the form of Friedrichs systems presents certain
general advantages: some numerical algorithms based on mixed finite element methods are gen-
erally more suitable for first order systems than for higher order equations or systems, which
makes the framework of Friedrichs systems more convenient setting for numerical treatment of
higher order equations. Secondly, it provides a more accurate reconstruction of the fluxes (the
gradient of the primal variable for diffusion-like problems and the stress tensor for linear elasticity
problems), as fluxes are naturally integrated within the corresponding Friedrichs system. Finally,
it provides a single constructive procedure in devising numerical schemes for different (including
elliptic, parabolic and hyperbolic type) partial differential equations. There is also a number of
specific benefits of this approach that are related to a chosen particular numerical approach (for
example, see [15, 10, 8]).

Alongside the well-posedness result for the stationary theory [27], important recent results
include the equivalence of different representations of boundary conditions [2, 11, 27], its rela-
tionship with the classical theory [3, 4, 5], the existence and uniqueness results for non-stationary
(semi-linear) systems [13], development of the homogenisation theory [14], development of dif-
ferent numerical schemes [9, 10, 16, 24, 25, 26] (see also [20, 23, 31]), as well as applications to
various (initial-) boundary value problems of elliptic, hyperbolic and parabolic type [3, 4, 6, 9,
13, 16, 19, 24–27, 33].

As these applications and developments have essentially been restricted to real systems, in
the literature one can mostly find the definition of abstract Friedrichs systems on real Hilbert
spaces. With intention to provide a concise and self-contained description on complex spaces
as well, as it was the case with the classical theory [30], in this paper we study the theory of
abstract Friedrichs systems in complex Hilbert spaces, and apply the derived results to a number of
particular linear and semi-linear equations with complex coefficients of interest in mathematical
physics. In contrast to the real case, where in applications to partial differential equations of
interest the usual pivot space is L2(Ω;Rr), in the complex case we also consider certain closed
subspaces of L2(Ω;Cr), as well as Hs(Rd;Cr), for real s. Since a good well-posedness theorem is
desirable for the convergence analysis of a numerical scheme, we hope that our paper will open
the way for new numerical results in context of complex equations.

The paper is organised as follows: in the second section we introduce abstract Friedrichs
operators in the setting of complex Hilbert spaces. The results are mostly analogous to the real
case, thus we only pinpoint the differences and omit most of the proofs. After the well-posedness
result, as an example of abstract Friedrichs operators we consider the classical Friedrichs operator
in two different settings mentioned above, and we prove the well-posedness result for two-field
theory with partial coercivity assumption. We proceed by discussing different representations of
boundary conditions, and conclude the section with corresponding results in the non-stationary
case. In the third section we apply these results to the initial-value problem for linear Dirac
system in Hs(R3;C4), the semi-linear Dirac system with quadratic nonlinearity in H2(R3;C4),
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the Dirac-Klein-Gordon system in H2(R3;C9) and the Maxwell-Dirac system in H2(R3;C24).
The last example we consider is a boundary-value problem for the stationary (time-harmonic)
Maxwell system.

We finish this introductory part with a brief overview of basic notions known from the classical
theory in complex attire.

The classical setting on complex spaces

Let d, r ∈ N and let Ω ⊆ Rd be an open and bounded set with Lipschitz boundary Γ. The
(classical) Friedrichs operator is a first-order differential operator L : L2(Ω;Cr) −→ D′(Ω;Cr)

defined by Lu :=
∑d

k=1 ∂k(Aku) +Du, where complex matrix functions Ak ∈ W1,∞(Ω;Mr(C)),
k ∈ 1..d, and D ∈ L∞(Ω;Mr(C)) satisfy:

(F1) Ak is hermitian: Ak = A∗
k ,

(F2) (∃µ0 > 0) D+D∗ +

d∑

k=1

∂kAk > 2µ0I (a.e. on Ω) .

Since the left-hand side of (F2) is hermitian we use the usual order on hermitian matrices: A > B
if Aξ · ξ > Bξ · ξ, ξ ∈ Cd.

There are three known equivalent ways of assigning boundary (or initial) conditions [29, 30,

36] associated to the Friedrichs system Lu = f. First we need to define Aν :=
∑d

k=1 νkAk, where
ν = (ν1, ν2, . . . , νd) is the outward unit normal on Γ. Let us now present all three possibilities.

A complex matrix field M : Γ −→ Mr(C) is called an admissible boundary condition if (for
a.e. x ∈ Γ) it holds:

(FM1) M(x) +M(x)∗ > 0

and

(FM2) Cr = ker
(
Aν(x)−M(x)

)
+ ker

(
Aν(x) +M(x)

)
.

The boundary value problem thus reads: for given f ∈ L2(Ω;Cr) find u ∈ L2(Ω;Cr) such that

{
Lu = f

(Aν −M)u|Γ
= 0

.

Some further refinements of the decomposition (FM2) in the real case and for symmetric M can
be found in [33].

A second approach uses a family N = {N(x) : x ∈ Γ} of subspaces of Cr which is said to
define the maximal boundary condition if (for a.e. x ∈ Γ) N(x) is maximal nonnegative with
respect to Aν , i.e. if it holds:

(FX1) (∀ ξ ∈ N(x)) Aν(x)ξ · ξ > 0

and

(FX2) there is no subspace which is larger than N(x) and satisfies (FX1) .

Now the boundary value problem takes the form

{
Lu = f

u(x) ∈ N(x) , x ∈ Γ
.
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The third approach is just an alternative to (FX1)–(FX2): it is required that N(x) and

Ñ(x) := (Aν(x)N(x))⊥ (for a.e. x ∈ Γ) satisfy

(FV1)
(∀ ξ ∈ N(x)) Aνξ · ξ > 0 ,

(∀ ξ ∈ Ñ(x)) Aνξ · ξ 6 0

and

(FV2) Ñ(x) := (Aν(x)N(x))⊥ and N(x) := (Aν(x)Ñ(x))⊥ .

We have three sets of boundary conditions for the Friedrichs system, and we are going to define
three more as their counterparts in the abstract setting below. In order to simplify the notation,
when referring to e.g. (FM1)–(FM2) we shall simply write only (FM) in the sequel. However, in
order to keep a clear distinction from other conditions, like (F1)–(F2), such abbreviations will be
reserved only for various forms of boundary conditions. It can be shown [11, 31] that classical

conditions (FM), (FV) and (FX) are mutually equivalent, with N(x) = ker
(
Aν(x)−M(x)

)
.

We can see that, in contrast to the real case, all spaces involved are subsets of Cr (and not
of Rr), and in (FM1) we require that only the hermitian part (or equivalently the real part) of
M(x) is nonnegative. We shall see that the same correspondence between real and complex cases
is carried over to the abstract theory.

Remark 1. One might bypass the use of complex spaces by separating the system into its
real and complex part. Indeed, instead of Lu =

∑d
k=1 ∂k(Aku) +Du one can consider

L̂û :=
d∑

k=1

∂k(Âkû) + D̂û ,

where

Âk :=

[
ReAk −ImAk

ImAk ReAk

]
, D̂ :=

[
ReD −ImD
ImD ReD

]
.

Hence, Âk ∈ W1,∞(Ω;M2r(R)), k ∈ 1..d, and D̂ ∈ L∞(Ω;M2r(R)).
It is straightforward to verify that u satisfies Lu = f if and only if û := [Re u Imu]⊤ is a

solution of L̂û = f̂, where f̂ := [Re f Im f]⊤.
This allows for application of the real theory of Friedrichs systems on L̂. However, since

Ak = A∗
k ⇐⇒ Âk = Â⊤

k ,

D+D∗ +
d∑

k=1

∂kAk > 2µ0Ir ⇐⇒ D̂+ D̂⊤ +
d∑

k=1

∂kÂk > 2µ0I2r ,

we have that L is a complex Friedrichs operator (i.e. satisfies (F1)–(F2)) if and only if L̂ is a
real Friedrichs operator. Moreover, the description of boundary conditions is also equivalent. For
example, if N(x) satisfies (FV), then N̂(x) := {[ξ η]⊤ : ξ + iη ∈ N(x)} satisfies (FV) for real
spaces, and vice versa.

Nevertheless, some insight into the structure of a complex system might be lost by this
approach.

2. Abstract setting in complex spaces

Abstract complex Hilbert space formalism

The abstract Hilbert space formalism for Friedrichs systems was developed in [27], and the
definition for real spaces was addressed. In order to make the application of the abstract Friedrichs
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systems to partial differential equations with complex coefficients (e.g. the Dirac system) more
transparent, here we present a detailed description of the theory for complex spaces. While
recalling the known abstract real Hilbert space formalism we shall emphasise the places where
it differs form the complex theory, which in many cases will be just the corresponding complex
conjugation. Therefore, we shall present the proofs only where there will be some subtle or
important difference to the corresponding proof in the real case.

By L we denote a complex Hilbert space, identified with its antidual (the space of antilinear
functionals on L) L′, and by 〈 · | · 〉L the corresponding complex scalar product which we take to
be linear in the first and antilinear in the second argument. Let D ⊆ L be its dense subspace,
and T, T̃ : D −→ L (unbounded) linear operators satisfying

(T1) (∀ϕ, ψ ∈ D) 〈Tϕ | ψ 〉L = 〈ϕ | T̃ψ 〉L ,

(T2) (∃ c > 0)(∀ϕ ∈ D) ‖(T + T̃ )ϕ‖L 6 c‖ϕ‖L .

Both properties (T1) and (T2) are the same as in the real case, although we need to be aware
that in (T1) we have a complex scalar product.

By W0 we denote the completion of the unitary space (D, 〈 · | · 〉T ), with the graph inner
product 〈 · | · 〉T := 〈 · | · 〉L + 〈T · | T · 〉L (the corresponding norm ‖ · ‖T is usually called the
graph norm, which is equivalent to ‖ · ‖T̃ due to (T2)), hence we can extend both T and T̃ [27,
2], first by density to W0, and then via adjoint operators, having in mind the Gel’fand triple
W0 →֒ L ≡ L′ →֒W ′

0, to T, T̃ ∈ L(L;W ′
0). Therefore, for any u ∈ L and ϕ ∈W0 we have

W ′

0
〈Tu, ϕ 〉W0

= 〈u | T̃ϕ 〉L and W ′

0
〈 T̃ u, ϕ 〉W0

= 〈u | Tϕ 〉L ,

and (T1)–(T2) holds for ϕ, ψ ∈ W0. In particular, since the proof of [27, Lemma 2.2] fits in the
complex setting, we have T + T̃ ∈ L(L;L) and (T + T̃ )∗ = T + T̃ , while (T2) holds even for ϕ ∈ L.

By
W := {u ∈ L : Tu ∈ L} = {u ∈ L : T̃ u ∈ L}

we denote the graph space which, equipped with the graph norm, is a complex Hilbert space (see
the proof of [27, Lemma 2.1]).

As it is well known from the real theory, and it will be elaborated in the complex case below,
the crucial problem is to find sufficient conditions on a subspace V ⊆W , such that the operator
T|V

: V −→ L is an isomorphism. In the case of a partial differential operator, the subspace V

contains information on boundary conditions.
In order to find such sufficient conditions, we first introduce a boundary operator D ∈

L(W ;W ′) defined by

W ′〈Du, v 〉W := 〈Tu | v 〉L − 〈u | T̃ v 〉L , u, v ∈W ,

and with proper placement of complex conjugation in the proof of [27, Lemma 2.3 and 2.4] we
get the following generalisation.

Lemma 1. Under assumptions (T1)–(T2), the operator D satisfies

(∀u, v ∈W ) W ′〈Du, v 〉W = W ′〈Dv, u 〉W ,

kerD =W0 and imD =W 0
0 ,

where 0 stands for the annihilator. In particular, imD = D(W ) is closed in W ′.

Remark 2. An immediate consequence of Lemma 1 and the discussion above is that for any
u ∈ L and v ∈ W we have that both 〈 (T + T̃ )u | u 〉L and W ′〈Dv, v 〉W are real numbers. In
addition, from Im 〈 (T + T̃ )v | v 〉L = 0 we have Im 〈Tv | v 〉L = Im 〈 v | T̃ v 〉L.
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We are now ready to describe the subspace V : let V and Ṽ be two subspaces of W satisfying

(V1)
(∀u ∈ V ) W ′〈Du, u 〉W > 0 ,

(∀ v ∈ Ṽ ) W ′〈Dv, v 〉W 6 0 ,

(V2) V = D(Ṽ )0 , Ṽ = D(V )0 ,

where (as before) 0 stands for the annihilator. We shall refer to both (V1) and (V2) as (V). Since

the annihilator is a closed subspace ofW , we have that V and Ṽ are closed. Moreover, by Lemma
1 and (V2) we have that kerD =W0 ⊆ V ∩ Ṽ .

Remark 3. For a closed subspace V inW such that W0 ⊆ V we have V = D(D(V )0)0. Indeed,
one can prove this by the same arguments as in the proof of [2, Theorem 2(b)]. Let us just remark
that this statement in terms of indefinite inner product used in [2] reads V = V [⊥][⊥].

Therefore if we choose V to be a closed subspace of W containing W0, then (V2) is satisfied

if and only if Ṽ = D(V )0.

In order to get the well-posedness result one additional assumption that ensures the coercivity
of T and T̃ is needed:

(T3) (∃µ0 > 0)(∀ϕ ∈ D) 〈 (T + T̃ )ϕ | ϕ 〉L > 2µ0‖ϕ‖
2
L .

It is easy to see that the above inequality extends to ϕ ∈ L. The operator T , satisfying (T1)–(T3)
for some T̃ , we shall call the abstract Friedrichs operator. The proof of the well-posedness result
uses the following lemma.

Lemma 2. Under assumptions (T1)–(T3) and (V1), the operators T and T̃ are L–coercive on

V and Ṽ , respectively. Moreover, we have:

(∀u ∈ V ) Re 〈Tu | u 〉L > µ0‖u‖
2
L ,

(∀ v ∈ Ṽ ) Re 〈 T̃ v | v 〉L > µ0‖v‖
2
L .

Dem. For u ∈ V we have

〈Tu | u 〉L =
1

2
〈 (T + T̃ )u | u 〉L +

1

2
W ′〈Du, u 〉W + i Im 〈u | T̃ u 〉L ,

so by Remark 2 it follows that

Re 〈Tu | u 〉L =
1

2
〈 (T + T̃ )u | u 〉L +

1

2
W ′〈Du, u 〉W .

Analogously, for u ∈ Ṽ we have

Re 〈 T̃ u | u 〉L =
1

2
〈 (T + T̃ )u | u 〉L −

1

2
W ′〈Du, u 〉W .

Therefore, the above estimates follow by taking into account (T3) and (V1).
The L–coercivity property now follows from simple inequalities |〈Tu | u 〉L| > Re 〈Tu | u 〉L

and |〈 T̃ u | u 〉L| > Re 〈 T̃ u | u 〉L.
Q.E.D.

Let us take u ∈ V . By Lemma 2 we have

‖Tu‖L‖u‖L > |〈Tu | u 〉L| > µ0‖u‖
2
L ,

which gives us that 1
µ0
‖Tu‖L > ‖u‖L, and therefore ‖Tu‖L >

(
1 + 1

µ0

)−1
‖u‖W . This, together

with the complex version of Banach-Nečas-Babuška theorem (see Theorem 2 below), enables us
to repeat the steps in the proof of [27, Theorem 3.1] and get the well-posedness result.
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Theorem 1. If (T1)–(T3) and (V) hold, then the restrictions of operators T|V
: V −→ L and

T̃|
Ṽ
: Ṽ −→ L are isomorphisms, where V and Ṽ are equipped with the graph norm.

In the literature it is more common to find the Banach-Nečas-Babuška theorem on real spaces
[23, Theorem 2.6], but the proof in the complex case goes along the same lines, so we skip it.

Theorem 2. (Banach-Nečas-Babuška) For two (complex) Banach spaces V and L the
following statements are equivalent:
i) T ∈ L(V ;L) is bijective.
ii) One has

(∃α > 0)(∀u ∈ V ) sup
v∈L′\{0}

|L′〈 v, Tu 〉L|

‖v‖L′

> α‖u‖V

and

(∀ v ∈ L′)
(
(∀u ∈ V ) L′〈 v, Tu 〉L = 0

)
=⇒ v = 0 .

Theorem 1 gives sufficient conditions on subspaces V and Ṽ that ensure well-posedness of
the following problems:
1) for given f ∈ L find u ∈ V such that Tu = f ;

2) for given f ∈ L find v ∈ Ṽ such that T̃ v = f .
Its importance arises from the relative simplicity of geometric conditions (V) which, in the case
when T is a partial differential operator, do not involve the notion of traces (and all the intricacies
this brings into the analysis) for functions in the graph space of T . However, for numerical
computations it is more appropriate to write the problem above in terms of a suitable bilinear
form [24, Theorem 2.8]. The existence (and a classification) of such pairs of subspaces (V, Ṽ )
satisfying conditions (V) is studied in [7].

Although the abstract theory for Friedrichs systems is developed in arbitrary Hilbert spaces,
in all its applications to partial differential equations that we are aware of in the literature, we
have L = L2. Here we shall present some examples with a different situation: the first example
deals with the case L = Hs, while for the second one we take L to be a particular closed subspace
of L2. To the best of our knowledge, these examples are not known even in the context of real
Friedrichs systems, and both cases shall be used in the next section, where we shall apply the
theory presented above to particular examples of interest in mathematical physics.

Example 1. (Classical complex Friedrichs operator on Hs spaces) For s ∈ R we
consider

Hs(Rd;Cr) :=
{
u ∈ S ′(Rd;Cr) : 〈ξ〉sû ∈ L2(Rd;Cr)

}
,

where S ′(Rd;Cr) is the space of (Cr valued) tempered distributions, 〈ξ〉 :=
√
1 + |2πξ|2, and

û(ξ) :=
∫
Rd e

−2πiξ·xu(x) dx denotes the Fourier transform. Equipped with the inner product

〈 u | v 〉Hs(Rd;Cr) := 〈 〈ξ〉sû | 〈ξ〉sv̂ 〉L2(Rd;Cr), H
s(Rd;Cr) becomes a (complex) Hilbert space with

C∞
c (Rd;Cr) as a dense subspace [38, Chapter 15].

Let L = Hs(Rd;Cr), for s ∈ R, and D = C∞
c (Rd;Cr). Furthermore, assume that constant

matrices D, Ak, k ∈ 1..d, satisfy (F1) and (F2), i.e. all matrices Ak are hermitian, while D+D∗

is a positive definite matrix.
We shall show that operators L, L̃ : L −→ D′ given by Lu :=

∑d
k=1 ∂k(Aku) + Du and

L̃u := −
∑d

k=1 ∂k(Aku) +D∗u, where ∂k represents the distributional derivative, are indeed the
(extensions of) abstract Friedrichs operators.

To this end we define operators T, T̃ : D −→ L given by the same expressions as L and L̃,
but with the distributional derivatives replaced by the classical derivatives. The first step is to
check that these operators satisfy (T1)–(T3).
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For u, v ∈ D, by the properties of the Fourier transform, we obtain

〈Tu | v 〉Hs(Rd;Cr)−〈 u | T̃ v 〉Hs(Rd;Cr) =

∫

Rd

〈ξ〉2sT̂u · v̂ dξ −

∫

Rd

〈ξ〉2sû · ̂̃T v dξ

=

∫

Rd

〈ξ〉2s

((
2πi

d∑

k=1

ξkAkû+Dû
)
· v̂ − û ·

(
−2πi

d∑

k=1

ξkAkv̂ +D∗v̂
))

dξ

=

∫

Rd

〈ξ〉2s

(
2πi

d∑

k=1

ξkAkû · v̂ − 2πi
d∑

k=1

ξkAkû · v̂ +Dû · v̂ −Dû · v̂

)
dξ

= 0 ,

which proves (T1). Moreover, for every u ∈ D we have (here |D| denotes the Frobenius norm of
matrix D)

‖(T + T̃ )u‖Hs(Rd;Cr) = ‖(D+D∗)u‖Hs(Rd;Cr) 6 |D+D∗|‖u‖Hs(Rd;Cr) ,

hence (T2) is valid. Finally, for every u ∈ D, by (F2) we get

〈 (T + T̃ )u | u 〉Hs(Rd;Cr) =

∫

Rd

〈ξ〉2s(D+D∗)û · û dξ

>

∫

Rd

〈ξ〉2s2µ0û · û dξ = 2µ0‖u‖
2
Hs(Rd;Cr) ,

which proves (T3). Therefore, we can extend operators T and T̃ to Hs(Rd;Cr), while it still
remains to be checked whether these extensions coincide with (classical) operators L and L̃.
Since D is dense and continuously embedded in W0 we have that W ′

0 is continuously embedded
in D′ = D′(Rd;Cr), implying that T, T̃ ∈ L(L;D′). Finally, these operators coincide with L, L̃
since they coincide on a dense subset D = C∞

c (Rd;Cr), as the classical derivative of a smooth
function is equal to its distributional derivative.

The graph space in this case is given by

W =
{
u ∈ Hs(Rd;Cr) : Tu ∈ Hs(Rd;Cr)

}
,

and since the above calculation for verifying (T1) on D is also valid for any u, v ∈ W , we
can conclude that the boundary operator D is trivial, hence kerD = W = W0. Thus, for
V = Ṽ = W the condition (V) is trivially satisfied. Moreover, a trivial boundary operator
implies that D = C∞

c (Rd;Cr) is dense in the graph space W, which is a well-known fact in the
case s = 0.

Example 2. (Classical complex Friedrichs operator on a closed subspace of L2) For
Ω ⊆ Rd open and bounded, let us denote by D a closed subspace of C∞

c (Ω;Cr), while its closure
in the L2 norm by L. Thus, equipped with the L2 scalar product, L is a complex Hilbert space.
One can think of D to be C∞

c,div=0(Ω;C
r) := {ϕ ∈ C∞

c (Ω;Cr) : divϕ = 0}, while for L we then

get L2
div=0,0(Ω;C

r), which can be characterised as the space of square integrable functions whose
divergence and normal trace are equal to zero. Note that the trace is well defined for Ω with a
Lipschitz boundary.

Moreover, for u ∈ D we define

Tu :=PL

( d∑

k=1

∂k(Aku) +Du
)
,

T̃u :=PL

(
−

d∑

k=1

∂k(A
∗
ku) + (D∗ +

d∑

k=1

∂kA
∗
k)u
)
,
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where PL : L2(Ω;Cr) −→ L is the orthogonal projection on L, while ∂k stands for the classical
derivative, D ∈ L∞(Ω;Mr(C)) and Ak ∈ W1,∞(Ω;Mr(C)), k ∈ 1..d, are hermitian matrix
functions (i.e. they satisfy (F1)). Hence T, T̃ : D −→ L are (in general) unbounded linear
operators, if we use the norm of L on D. Since the scalar product on L coincides with the L2

scalar product, it is straightforward to verify that the above assumptions imply that T and T̃

satisfy (T1)–(T2). Indeed, for u, v ∈ D ⊆ L we have

〈Tu | v 〉L =
〈
PL

( d∑

k=1

∂k(Aku) +Du
)
| v
〉
L2(Ω;Cr)

=
〈 d∑

k=1

∂k(Aku) +Du | v
〉
L2(Ω;Cr)

=
〈
u | −

d∑

k=1

∂k(A
∗
kv) + (D∗ +

d∑

k=1

∂kA
∗
k)v
〉
L2(Ω;Cr)

= 〈 u | T̃ v 〉L ,

while

‖(T + T̃ )u‖L 6

∥∥∥(D+D∗ +
d∑

k=1

∂kAk)u
∥∥∥
L2(Ω;Cr)

6 C‖u‖L2(Ω;Cr) = C‖u‖L ,

where C depends on the L∞ norms of D and ∂kAk.
Therefore, we can extend T and T̃ to elements in L(L;W ′

0) by the procedure presented at
the beginning of this section. Next we characterise these extensions.

First, let us remark that the restriction operator R taking a distribution (i.e. an element in
D′(Ω;Cr)) and reducing it to a functional on D, is continuous from D′(Ω;Cr) to D′, but it is
not injective since D is not dense in D′(Ω;Cr). For example, on L2(Ω;Cr), R coincides with the
orthogonal projection PL to L, since L is embedded in D′. By using this restriction R we define
operators L, L̃ : L −→ D′ by

Lu :=R
( d∑

k=1

∂k(Aku) +Du
)
,

L̃u :=R
(
−

d∑

k=1

∂k(A
∗
ku) + (D∗ +

d∑

k=1

∂kA
∗
k)u
)
,

where ∂k is now the distributional derivative. Since R is continuous, we have that L and L̃ are
continuous as well. Let us show that extensions of T and T̃ coincide with L and L̃.

As D is continuously and densely embedded inW0, we have thatW
′
0 is continuously embedded

in D′, implying that T, T̃ ∈ L(L;D′). As derivatives of smooth functions are equal to their
distributional derivatives and R coincides with PL on L2(Ω;Cr), we have that operators T, T̃
coincide with L, L̃ on the dense subspace D, thus by the continuity on the whole L as well.

The corresponding graph space is given by

W =
{
u ∈ L : R

( d∑

k=1

∂k(Aku) +Du
)
∈ L

}
.

If in addition we have that D and Ak, k ∈ 1..d, satisfy (F2), then the condition (T3) follows
directly. Indeed, for u ∈ D we have

〈 (T + T̃ )u | u 〉L =
〈
PL

(
(D+D∗ +

d∑

k=1

∂kAk)u
)
| u
〉
L

=
〈
(D+D∗ +

d∑

k=1

∂kAk)u | u
〉
L2(Ω;Cr)

> 2µ0‖u‖
2
L2(Ω;Cr) = 2µ0‖u‖

2
L ,
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where in the second equality we have used that u ∈ D ⊆ L. Therefore, with a suitable choice of
subspaces V and Ṽ , by Theorem 1 we get that T|V

: V −→ L and T̃|
Ṽ
: Ṽ −→ L (or equivalently

L|V
: V −→ L and L̃|

Ṽ
: Ṽ −→ L) are isomorphisms.

Before concluding this discussion, let us mention another equivalent way of defining operators
L and L̃. On D′ we can define derivatives by transposition, analogously to the definition of usual
distributional derivatives on D′(Ω;Cr). Namely, for S ∈ D′ and ϕ ∈ D we define ∂̃jS by

〈∂̃jS, ϕ〉 = −〈S, ∂jϕ〉 ,

which is well defined since ∂jϕ ∈ D by the closedness of D in C∞
c (Ω;Cr) (as the derivative is a

continuous operator in the topology of C∞
c (Ω;Cr)). Hence, ∂̃jS is a well defined object in D′.

The immediate consequence is that for S ∈ D′(Ω;Cr) we have R(∂jS) = ∂̃j(RS), where ∂j is the
usual distributional derivative. Therefore, we have

Lu =
d∑

k=1

∂̃k

(
R(Aku)

)
+R(Du) =

d∑

k=1

∂̃kPL(Aku) + PL(Du) ,

and similarly for L̃.

Two-field theory

Unfortunately, for some systems of partial differential equations describing problems in math-
ematical physics the condition (T3) is violated (e.g. for the time-harmonic Maxwell system pre-
sented by the end of the paper). However, if T and T̃ are of the special two-field structure [25,
26], we can weaken (T3), while still preserving the result of Theorem 1 [26, Theorem 3.1]. This
special structure assumes that r equations partially decouple into the first r1, where the second
set of r2 unknowns enters with constant coefficients in front of the derivatives, and the remaining
r2 equations, where the first r1 unknowns enter in the same way, as we shall made precise below.
Here we present the description of such systems and give the generalisation of [26, Theorem 3.1]
to the complex setting, as well as to the case where L is a (suitable) subspace of L2.

Let d and r = r1 + r2 be in N and let Ω ⊆ Rd be an open and bounded set with Lipschitz
boundary. Let D1 be a closed subspace of C∞

c (Ω;Cr1) (in its standard topology of strict inductive
limit) and D2 := C∞

c (Ω;Cr2), let L2 = L2(Ω;Cr2) and let L1 be the closure of D1 in L2(Ω;Cr1).
Therefore, L := L1 × L2 is a closed subspace of L2(Ω;Cr1) × L2(Ω;Cr2) = L2(Ω;Cr), and
D := D1 ×D2 is its dense subset.

Let D ∈ L∞(Ω;Mr(C)) and Ak ∈ W1,∞(Ω;Mr(C)), k ∈ 1..d, be of the form

(F0) D =

[
D11 0
0 D22

]
, Ak =

[
A11

k A12
k

A21
k 0

]
, k ∈ 1..d ,

where we have used that for r × r matrix M, Mij is its ri × rj submatrix, i, j ∈ 1..2. Moreover,
let these matrices in addition satisfy

(F1) Ak is hermitian: A21
k = (A12

k )∗ and A11
k = (A11

k )∗ ,

(F2A) (∃µ0 > 0) D+D∗ +
d∑

k=1

∂kAk > 2µ0

[
0 0
0 Ir2

]
(a.e. on Ω) ,

(F2B) A12
k (and thus A21

k as well) are constant matrices on Ω .
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Let us now consider differential operators T, T̃ : D −→ L given by

Tu :=PL

( d∑

k=1

∂k(Aku) +Du
)
=

[
PL1

(∑d
k=1 ∂k(A

11
k u1 +A12

k u2) +D11u1
)

∑d
k=1A

21
k ∂ku

1 +D22u2

]
,

T̃u :=PL

(
−

d∑

k=1

∂k(A
∗
ku) + (D∗ +

d∑

k=1

∂kA
∗
k)u
)

=

[
PL1

(
−
∑d

k=1 ∂k(A
11
k u1 +A12

k u2) + ((D11)∗ +
∑d

k=1 ∂kA
11
k )u1

)

−
∑d

k=1A
21
k ∂ku

1 + (D22)∗u2

]
,

where u = [u1 u2]⊤ and PL = [PL1
PL2

] denotes the orthogonal projection on the space L, with
PL1

being the orthogonal projection on the space L1 in L2(Ω;Cr1), while PL2
is the identity

operator on L2(Ω;Cr2). In Example 2 we have shown that these operators extend to operators
(denoted by the same symbol) T, T̃ : L −→ D′ = D′

1 ×D′
2 given by

Tu :=R
( d∑

k=1

∂k(Aku) +Du
)
=

[
R1

(∑d
k=1 ∂k(A

11
k u1 +A12

k u2) +D11u1
)

∑d
k=1A

21
k ∂ku

1 +D22u2

]
,

T̃u :=R
(
−

d∑

k=1

∂k(A
∗
ku) + (D∗ +

d∑

k=1

∂kA
∗
k)u
)

=

[
R1

(
−
∑d

k=1 ∂k(A
11
k u1 +A12

k u2) + ((D11)∗ +
∑d

k=1 ∂kA
11
k )u1

)

−
∑d

k=1A
21
k ∂ku

1 + (D22)∗u2

]
,

where ∂k denotes the distributional derivative and R1 : D′(Ω;Cr1) −→ D′
1 is the restriction

operator, as above.
Similarly as it has already been shown in Example 2, by (F2A) we get that for any u ∈ L we

have
〈 (T + T̃ )u | u 〉L > 2µ0‖u

2‖2L2
,

which is a weaker condition than (T3). However, this is still sufficient to obtain L2-coercivity of

both T and T̃ on suitable subspaces. In particular, let V and Ṽ satisfy (V), then for u ∈ V we
have

Re 〈Tu | u 〉L =
1

2
〈 (T + T̃ )u | u 〉L +

1

2
W ′〈Du, u 〉W > µ0‖u

2‖2L2
,

while for u ∈ Ṽ we get

Re 〈 T̃u | u 〉L =
1

2
〈 (T + T̃ )u | u 〉L −

1

2
W ′〈Du, u 〉W > µ0‖u

2‖2L2
.

However, in order to control the norm of the first component we need one more condition. First,
let V and Ṽ be two subspaces satisfying (V). Then we assume that there exists a constant C > 0
such that

(T3A)
(∀ u ∈ V ) ‖u1‖L1

6 C(
√
Re 〈Tu | u 〉L + ‖A21u1‖L2

) ,

(∀ u ∈ Ṽ ) ‖u1‖L1
6 C(

√
Re 〈 T̃u | u 〉L + ‖A21u1‖L2

) ,

where A21 :=
∑d

k=1A
21
k ∂k. The above inequalities are nontrivial since for u ∈ V we have

‖A21u1‖L2
= ‖(Tu)2 −D22u2‖L2

6 ‖Tu‖L + C1‖u
2‖L2

<∞ ,

where C1 := ‖D22‖L∞(Ω;Mr2
(C)), and similarly for u ∈ Ṽ .
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Applying the above inequality to (T3A), for u ∈ V we get

1

C
‖u1‖L1

6
√
‖Tu‖L‖u‖L + ‖Tu‖L + C1‖u

2‖L2

6
C

2
‖Tu‖L +

1

2C
‖u‖L + ‖Tu‖L + C1‖u

2‖L2

6

(
1 +

C

2

)
‖Tu‖L +

(
C1 +

1

2C

)
‖u2‖L2

+
1

2C
‖u1‖L1

,

where in the second line we have used the Young inequality. Hence,

‖u1‖L1
62C

(
1 +

C

2

)
‖Tu‖L + 2C

(
C1 +

1

2C

)
‖u2‖L2

6C3

(
‖Tu‖L + ‖u2‖L2

)
,

with C3 := 2Cmax{1 + C
2 , C1 +

1
2C }. It is easy to see that the above estimate remains valid on

Ṽ (with the same constant C3) if we replace T by T̃ .

It remains to be seen that the above assertion implies that T is L-coercive on V , while T̃ is
L-coercive on Ṽ . Since the inequalities involved are the same for both T and T̃ , we shall present
this final computation only for T . Hence, for u ∈ V we have

µ0‖u
2‖2L2

6Re 〈Tu | u 〉L

6‖Tu‖L(‖u
1‖L1

+ ‖u2‖L2
)

6(1 + C3)‖Tu‖L‖u
2‖L2

+ C3‖Tu‖
2
L

6
µ0

2
‖u2‖2L2

+
((1 + C3)

2

2µ0
+ C3

)
‖Tu‖2L ,

where in the last line we have again applied the Young inequality. Thus, ‖u2‖L2
6 C4‖Tu‖L with

C4 :=
√

(1+C3)2

µ2
0

+ 2C3

µ0
. Therefore,

‖u‖L 6 ‖u1‖L1
+ ‖u2‖L2

6 (1 + C3)‖u
2‖L2

+ C3‖Tu‖L 6 ((1 + C3)C4 + C3)‖Tu‖L ,

and finally

‖Tu‖L >
1

(1 + C3)C4 + C3 + 1
‖u‖V .

After obtaining the above estimate we have got all the ingredients needed to repeat the steps
of the proof of [27, Theorem 3.1], i.e. to fulfill both conditions of Theorem 2(ii). Therefore, we
just state the conclusion.

Theorem 3. Let Ω ⊆ Rd be an open and bounded set with Lipschitz boundary, and let
D ∈ L∞(Ω;Mr(C)) and Ak ∈ W1,∞(Ω;Mr(C)), k ∈ 1..d, satisfy (F0), (F1), (F2A), (F2B). For
D = D1 ×D2, where D2 := C∞

c (Ω;Cr1) and D1 is a closed subspace in C∞
c (Ω;Cr2) (r = r1 + r2),

and L := Cl L2(Ω;Cr)D we define T, T̃ : L −→ D′ by

Tu = R
( d∑

k=1

∂k(Aku) +Du
)

and T̃u = R
(
−

d∑

k=1

∂k(A
∗
ku) + (D∗ +

d∑

k=1

∂kA
∗
k)u
)
.

Let V and Ṽ satisfy (V). If in addition (T3A) is fulfilled, then operators T|V
: V −→ L and

T̃|
Ṽ
: Ṽ −→ L are isomorphisms.
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Different representations of boundary conditions

Let us assume that operators T and T̃ satisfy (T1)–(T3), as above. We have already seen
how to assign boundary conditions via conditions (V) which are the abstract counterparts of
conditions (FV). Next we shall present the other two options, being appropriate analogues of
(FX) and (FM).

A subspace V of graph space W is called maximal nonnegative if

(X1) (∀u ∈ V ) W ′〈Du, u 〉W > 0

and

(X2) there is no subspace which is larger than V and satisfies (X1) .

These conditions can be expressed using an indefinite scalar product which then can be fitted
in the theory of Krĕın spaces that proved to be the right tool for establishing the equivalence
between (V) and (X) in the real case [2]. Since the theory of Krĕın spaces is also valid in complex
spaces, the proof of [2, Theorem 2] completely fits into that framework as well. Therefore, the
equivalence of (V) and (X), i.e. the statement of [2, Theorem 2] is valid also in the complex
setting.

The conditions corresponding to (FM) read: let M ∈ L(W ;W ′) be an operator satisfying

(M1) (∀u ∈W ) W ′〈 (M +M∗)u, u 〉W > 0

and

(M2) W = ker(D −M) + ker(D +M) ,

where for any u, v ∈ W we have W ′〈M∗u, v 〉W = W ′〈Mv, u 〉W . It is straightforward to see that
in (M1) we could have equivalently considered ReW ′〈Mu, u 〉W > 0 or even ReW ′〈M∗u, u 〉W > 0.

Similarly, as in the classical theory, the only explicit difference in comparison to the real
case is the condition (M1), while the remaining differences are incorporated via corresponding
complex spaces and antilinear functionals.

The difference in condition (M1) resulted in some changes in the part of the proof of [27,
Lemma 4.1] which, for the sake of completeness, we present here.

Lemma 3. If M satisfies (M), then

kerD = kerM = kerM∗ , and

imD = imM = imM∗ .

Dem. Let us prove only kerM = kerM∗, while the rest of the proof goes along the same lines
as in [27, Lemma 4.1].

Take u ∈ kerM ; then for every v ∈W and λ ∈ R we have

0 6 W ′〈 (M +M∗)(v + λu), v + λu 〉W = W ′〈 (M +M∗)v, v 〉W + 2λReW ′〈M∗u, v 〉W ,

which implies ReW ′〈M∗u, v 〉W = 0. Indeed, if this were not the case, we could choose λ such
that the inequality above is disrupted. Similarly, from

0 6 W ′〈 (M +M∗)(v + iλu), v + iλu 〉W = W ′〈 (M +M∗)v, v 〉W − 2λImW ′〈M∗u, v 〉W

we get ImW ′〈M∗u, v 〉W = 0, and therefore W ′〈M∗u, v 〉W = 0. From the arbitrariness of v ∈ W

we finally have u ∈ kerM∗, hence kerM ⊆ kerM∗.
The opposite inclusion can be established in the same manner.

Q.E.D.
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Since kerM = kerD = W0, it is a common practice to call M the boundary operator as
well. Moreover, by the last lemma and standard arguments of operator theory, we can show that,
under (M1), the condition (M2) is equivalent to the one where M is replaced by M∗ (see [27,
Lemma 4.2]). Therefore, M and M∗ play symmetric roles.

If (M) is satisfied, then, as in the real case [27, Theorem 4.2], one can prove the existence of

V and Ṽ satisfying (V).

Lemma 4. Let (T1)–(T3) hold and let M ∈ L(W ;W ′) satisfies (M). Then the subspaces

V := ker(D −M) and Ṽ := ker(D +M∗)

satisfy (V).

Dem. For an arbitrary v ∈ V we have

W ′〈Dv, v 〉W = ReW ′〈Dv, v 〉W = ReW ′〈Mv, v 〉W > 0 ,

and analogously for Ṽ , which implies (V1).
The proof of (V2) is the same as the proof in [27, Theorem 4.2].

Q.E.D.

In the (standard) real setting, the opposite implication happens to be more tedious, since most
of the proofs are based on the explicit construction of an operatorM satisfying (M), which appears
to be difficult without any additional condition. One approach is presented in [27, Theorem 4.3],
and the other one in [2, Theorem 8]. Since the statements of both theorems are quite technical and
involve certain projectors, while the proof of both statements naturally extends to the complex
setting, we shall omit them here. The final conclusion is that the statements of Theorem 4.3,
Lemma 4.4 and Corollary 4.1 in [27] are valid also in the complex setting, as well as [2, Theorem
8], with the remark that all scalar and dual products in the statements should be consider to be
linear in the first and antilinear in the second argument.

Nevertheless, the equivalence between (M) and (V) has been shown in [2, Corollary 3], where
the conclusion followed by the application of some abstract results from the theory of Krĕın
spaces. As we have already mentioned, the theory of Krĕın spaces is developed for complex
spaces as well, thus the result of [2, Corollary 3] follows in the same manner also in the complex
setting, providing that in the complex case the equivalence between (V) and (M) is preserved.
However, this is an abstract result, thus the explicit formula forM is known only in the situations
mentioned in the previous paragraph.

Non-stationary complex Friedrichs systems

In [13] non-stationary theory for Friedrichs systems was developed via semigroup theory.
Since the semigroup theory can be applied on arbitrary complex Hilbert spaces, the results from
[13] naturally extend to the complex space. More precisely, let us consider the abstract Cauchy
problem:

(P)

{
u′(t) + Tu(t) = f

u(0) = u0
,

where u : [0, τ〉 −→ L, for τ > 0, is the unknown function, while the right-hand side f : 〈0, τ〉 −→ L

(or f : 〈0, τ〉 × L −→ L in the semi-linear case), the initial data u0 ∈ L and the abstract operator
T , not depending on the time variable t, are given.

In the context of this non-stationary theory, we can slightly relax the definition of the abstract
Friedrichs operator. Namely, if T satisfies (T1)–(T2) and a weaker positivity assumption

(T3′) (∀ϕ ∈ D) 〈 (T + T̃ )ϕ | ϕ 〉L > 0 ,

we still call T the abstract Friedrichs operator.
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Remark 4. If the condition (T3′) is disrupted, but 〈 (T + T̃ )ϕ | ϕ 〉L is still uniformly bounded
from below, by substituting v := e−λtu, for some suitable λ > 0, we can get that T+λI (where I is
the identity operator) satisfies (T3) (and then also (T3′)) as presented in [13]. Therefore, without
loss of generality, in all examples we shall assume that a weaker condition (T3′) is satisfied.

Similarly as in [13, Theorem 2], we can show that −T is the infinitesimal generator of a
contraction C0-semigroup on L, where T is an abstract Friedrichs operator in the above sense,
which implies the solvability of (P). We summarise the existence and uniqueness results in the
following theorem [17, 34].

Theorem 4. Let T be an operator that satisfies (T1)–(T2) and (T3′), and V a subspace of its
graph space satisfying (V).
a) If f ∈ L1(〈0, τ〉;L), then for every u0 ∈ L the problem (P) has the unique mild solution

u ∈ C([0, τ ];L) given by

u(t) = S(t)u0 +

∫ t

0
S(t− s)f(s)ds , t ∈ [0, τ ] ,

where (S(t))t>0 is a contraction C0-semigroup generated by −T|V
.

b) If additionally u0 ∈ V and f ∈ W1,1(〈0, τ〉;L)∪
(
C([0, τ ];L)∩L1(〈0, τ〉;V )

)
, with V equipped

by the graph norm, then the above weak solution is the classical solution of (P) on [0, τ〉.
c) If f : [0, τ ] × L −→ L is continuous and locally Lipschitz in the last variable, with Lipschitz

constant not depending on the first variable, then for every u0 ∈ L there exists τmax, such
that the semi-linear problem (P) has unique mild solution u ∈ C([0, τmax];L).

Remark 5. Under an additional assumption on f (see eg. [34, Ch. 6] for more details) we shall
have existence and uniqueness of strong or even classical solution of the semi-linear problem. For
some estimates on time τmax of existence of solution see [12].

3. Applications of complex Friedrichs systems

Dirac system

Let us consider a system of equations

(DS) aγ0∂tψ + γ1∂1ψ + γ2∂2ψ + γ3∂3ψ +Bψ = f ,

where ψ : [0, τ〉 ×R3 −→ C4 is the unknown function, while the right hand side f : 〈0, τ〉 −→ C4

(or f : 〈0, τ〉×C4 −→ C4 in the semi-linear case), a > 0 and B =

[
b1I 0
0 b2I

]
, with b1, b2 : R

3 −→

C and I denotes 2× 2 unit matrix, are given. Moreover, γ0 and γk, k ∈ 1..3, are constant 4× 4
matrices of the form:

γ0 =

[
I 0
0 −I

]
, γk =

[
0 σk

−σk 0

]
,

where σk are Pauli matrices:

σ1 =

[
0 1
1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0
0 −1

]
.

Remark 6. If f ≡ 0, b1 = b2 =
imc

h̄
and a = 1

ch̄
, where h̄ represents the Planck constant divided

by 2π and c is the speed of light, then ψ = ψ(t,x) is the wave function for electron of the rest
mass m, while system (DS) is then the well known (linear) free Dirac equation [28].
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The system above can be written in the form

∂tψ + Tψ = F ,

where F = 1
a
γ0f, while Tψ =

3∑

k=1

1

a
γ0γk∂kψ +

1

a
γ0Bψ =

3∑

k=1

Ak∂kψ +Dψ with

Ak :=
1

a

[
0 σk

σk 0

]
and D =

1

a
γ0B .

Operator T fits in our framework of complex non-stationary Friedrichs systems. Indeed, the
condition (F1) is trivially satisfied, while the positivity condition (F2), if not valid, can be obtained
by the substitution v = e−λtψ, as remarked above (see Remark 4).

By Example 1, we can take L to be Hs(R3;C4) for some s ∈ R, and D = C∞
c (R3;C4), while

the graph space is given by

W =
{
u ∈ Hs(R3;C4) :

3∑

k=1

Ak∂ku ∈ Hs(R3;C4)
}
.

Furthermore, again relying on the mentioned example, the boundary operator D is trivial,
hence for V = Ṽ = W we have that (V) is satisfied, fulfilling all assumptions of Theorem 4.
Therefore, we get the result of existence and uniqueness of the solution to (DS). For example, in
the case of a linear equation and classical solutions, we have the following result.

Theorem 5. For s ∈ R, let f ∈ W1,1(〈0, τ〉; Hs(R3;C4))∪
(
C([0, τ ]; Hs(R3;C4))∩L1(〈0, τ〉;W )

)

and ψ0 ∈W , where W is given as above. Then the abstract initial-value problem

{
aγ0ψ′ + γ1∂1ψ + γ2∂2ψ + γ3∂3ψ +Bψ = f

ψ(0) = ψ0

has the unique classical solution ψ ∈ C1(〈0, τ〉; Hs(R3;C4)) ∩ C([0, τ ]; Hs(R3;C4)) such that
ψ(t) ∈W for 0 < t < τ .

Remark 7. In the case of the free Dirac equation we have f ≡ 0, and thus one only needs to
ensure ψ0 ∈W for the existence and uniqueness of the classical solution.

If we consider a semilinear equation, with a quadratic nonlinear term f(t,ψ) = Qψ · ψ in
(DS), for some constant complex 4× 4 matrix Q, by the following lemma and Theorem 4(c), for
s = 2 we can get the existence and uniqueness of the mild solution of the semilinear abstract
Cauchy problem (DS).

Lemma 5. For d 6 3, quadratic form q(u) = Qu · u, where Q is any complex r × r matrix, is a
locally Lipschitz function from H2(Rd;Cr) to H2(Rd;C).

Dem. Since d 6 3 the following two inequalities are valid:

(∃C > 0)(∀u ∈ H2(Rd;Cr)) ‖u‖L∞ 6 C‖u‖H2 ,

(∃D > 0)(∀u ∈ H2(Rd;Cr)) ‖u‖W1,4 6 D‖u‖
1

2

L∞‖u‖
1

2

H2 ,

where, as well as in the rest of the proof, for simplicity we omit to write down the domain and
codomain of corresponding spaces in the notation for norms. The first one is due to the Sobolev
embedding theorem and the second one arises from interpolation inequalities. All constants in
the proof below will be marked with the same letter C.
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For u, v ∈ H2(Rd;Cr) let us estimate the L2 norm of Qu · v, its first and second derivatives.
With

‖Qu · v‖L2 =
∥∥∥

r∑

i,j=1

qiju
ivj
∥∥∥
L2

6

r∑

i,j=1

|qij |‖u
i‖L∞‖vj‖L2 6 C|Q|‖u‖L∞‖v‖H2 6 C‖u‖H2‖v‖H2 ,

we have provided the estimate for the function, while by

‖∂k(Qu · v)‖L2 =
∥∥∥

r∑

i,j=1

qij
(
(∂ku

i)vj + ui(∂kv
j)
)∥∥∥

L2

6|Q|

r∑

i,j=1

(
‖∂ku

i‖L2‖vj‖L∞ + ‖ui‖L∞‖∂kv
j‖L2

)

6|Q|

r∑

i,j=1

(
‖u‖H1‖v‖L∞ + ‖u‖L∞‖v‖H1

)

6C‖u‖H2‖v‖H2 ,

where k ∈ 1..d, we have bounded its first derivatives. Similarly, for the second derivatives we
have

‖∂l∂k(Qu · v)‖L2 =
∥∥∥

r∑

i,j=1

qij
(
(∂l∂ku

i)vj + (∂ku
i)(∂lv

j) + (∂lu
i)(∂kv

j) + ui(∂l∂kv
j)
)∥∥∥

L2

6|Q|
r∑

i,j=1

(
‖u‖H2‖v‖L∞ + ‖∂ku

i‖L4‖∂lv
j‖L4 + ‖∂lu

i‖L4‖∂kv
j‖L4 + ‖u‖L∞‖v‖H2

)

6C
(
‖u‖H2‖v‖L∞ + 2‖u‖W1,4‖v‖W1,4 + ‖u‖L∞‖v‖H2

)

6C
(
‖u‖H2‖v‖L∞ + 2C̃‖u‖

1

2

L∞‖u‖
1

2

H2‖v‖
1

2

L∞‖v‖
1

2

H2 + ‖u‖L∞‖v‖H2

)

6C‖u‖H2‖v‖H2 ,

where k, l ∈ 1..d. Finally, for u, v ∈ H2(Rd;Cr) we get

‖Qu · v‖H2 6 C‖u‖H2‖v‖H2 .

By the previous estimate the boundedness of q is immediate, so it remains to prove the local
Lipschitz property. Using the above estimate again, we get

‖Qu · u−Qv · v‖H2 6‖Qu · (u− v)‖H2 + ‖Q(u− v) · v‖H2

6C
(
‖u‖H2‖u− v‖H2 + ‖u− v‖H2‖v‖H2

)

6C (‖u‖H2 + ‖v‖H2) ‖u− v‖H2 ,

which concludes the proof.
Q.E.D.

Dirac-Klein-Gordon system

In this example we consider the coupled Dirac-Klein-Gordon system of equations [21]
{
−iγ0∂tψ − iγ1∂1ψ − iγ2∂2ψ − iγ3∂3ψ +Mψ =φψ

∂2t φ−∆φ+m2φ =ψ∗γ0ψ
,

where unknown functions are ψ = ψ(t, x) : R1+3 −→ C4 and φ = φ(t, x) : R1+3 −→ R,
M,m ∈ R+

0 are given, while matrices γk, k ∈ 0..3, are the same as in the previous example. As
one can see, the Dirac-Klein-Gordon system is a semilinear system of equations.
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Remark 8. In writing the Dirac-Klein-Gordon system as a Friedrichs system we are going to
write the Dirac part and the wave part of the system as Friedrichs systems separately, and then
use the block diagonal structure in order to get the required form. More precisely, it is easy to
see that if

∂tu1 + T1u1 = f1

and
∂tu2 + T2u2 = f2

are two Friedrichs systems, where T1 and T2 are classical Friedrichs operators, then

∂tu+ Tu = f ,

for T =

[
T1 0
0 T2

]
, u =

[
u1
u2

]
and f =

[
f1
f2

]
is also a Friedrichs system and T is a classical

Friedrichs operator.

The first set of equations in the above Dirac-Klein-Gordon system is the Dirac system and,
like in the preceding example, we can write it as a Friedrichs system

∂tψ + T1ψ = f1 ,

where T1ψ =
3∑

k=1

∂kÃkψ + D1ψ, with Ãk =

[
0 σk

σk 0

]
as before and D1 =

[
iMI 0
0 −iMI

]
,

while f1 = iφγ0ψ. The last equation in the Dirac-Klein-Gordon system is the wave equation, for
which we introduce the following substitution

v =



v1
v2
v3


 =




φ

∂tφ

−∇φ


 ,

in order to get a non-stationary Friedrichs system

∂tv + T2v = f2 ,

where T2v =

3∑

k=1

∂kĀkv +D2v with

Ā1 =




0 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0


 , Ā2 =




0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
0 1 0 0 0
0 0 0 0 0


 , Ā3 =




0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0


 ,

and

D2 =




0 −1 0 0 0
m2 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


 ,

while f2 = [ 0 ψ∗γ0ψ 0 0 0 ]⊤. Now, by using the block diagonal structure, we can write
the Dirac-Klein-Gordon system as an evolution Friedrichs system

∂tu+ Tu = f ,
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where u = [ψ v ]⊤ and the operator T is a classical Friedrichs operator with Ak =

[
Ãk 0
0 Āk

]
,

k ∈ 1..3, D =

[
D1 0
0 D2

]
and f = [ f1 f2 ]

⊤. All matrices in the system are hermitian and

constant so condition (F1) is trivially satisfied. Condition (F2) can be obtained by substituting
v = e−λtu, for λ large enough, if needed. For L = H2(R3;C9), we have

W =
{
ψ ∈ H2(R3;C4) : T1ψ ∈ H2(R3;C4)

}
×H2(R3)×H3(R3)×H2

div(R
3;C3) ,

where H2
div(R

3;C3) = {u ∈ H2(R3;C3) : div u ∈ H2(R3;C)}. Function f is given by



iu5u1
iu5u2
−iu5u3
−iu5u4

0
|u1|

2 + |u2|
2 − |u3|

2 − |u4|
2

0
0
0




and it is a locally Lipshitz function on H2(R3;C9), by Lemma 5. Therefore, by Theorem 4(c) we
have the existence and uniqueness result.

Maxwell-Dirac system

Let us now consider a coupled Maxwell-Dirac system of equations [22]




−
i

2π
(γ0∂t + γ

1∂1 + γ
2∂2 + γ

3∂3)ψ +mβψ =
3∑

k=0

Akγ
kψ ,

(−∂2t +∆)Ak =− γkψ ·ψ , k ∈ 0..3 ,

where γ0 = I and γk, k ∈ 1..3 as before. The unknown functions are ψ : R1+3 −→ C4 and

A = [A0 A1 A2 A3 ]
⊤, while m > 0 and β =

[
I 0
0 −I

]
. We can use an analogous procedure

to the one in the previous example to get the evolution Friedrichs system

∂tu+ Tu = F ,

where we introduce vector functions

u =




ψ

v0
v1
v2
v3


 , vk =




Ak

∂tAk

−∇Ak


 , fk =




0
γkψ ·ψ

0
0
0


 , k ∈ 0..3 ,

and

F =

[
3∑

k=0

Akγ
kψ f0 f1 f2 f3

]⊤
.

Operator T is a classical Friedrichs operator withD =

[
D̃ 0
0 0

]
∈ M24(C),D̃ =

[
2πim 0
0 −2πim

]

and

Ak =




Ãk 0 0 0 0
0 Āk 0 0 0
0 0 Āk 0 0
0 0 0 Āk 0
0 0 0 0 Āk


 , k ∈ 1..3 ,
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with Ãk and Āk as in the previous example. All matrices in the system are hermitian and
constant so (F1) is trivially satisfied, and (F2) can be obtained by substitution w = e−λtu, for λ
large enough. The spaces involved are

L = H2(R3;C24)

and

W =
{
ψ ∈ H2(R3) : Ã1∂1ψ + Ã2∂2ψ + Ã3∂3ψ ∈ H2(R3)

}
× [H2(R3)×H3(R3)×H2

div(R
3)]4 .

Moreover, boundary operator D is trivial, F is a Lipschitz function due to Lemma 5 and as a
consequence of Theorem 4(c) we have the existence and uniqueness result.

Time-harmonic Maxwell system

Let Ω ⊆ R3 be an open and convex bounded set. In [32, Section 1.3.3] (see also [18], and [18,
Section 5.2.5] for a simplified version) the stationary or the time-harmonic Maxwell equations on
Ω are given as the following system

(MS)

{
−iωµH+ rot E =f1

(−iωε+ σ)E− rot H =f2
,

where µ, ε, ω ∈ R and σ ∈ R+ are constants. Functions f1, f2 : Ω −→ C3 are given and E,H :
Ω −→ C3 are the unknown functions.

Remark 9. The above system can be derived from the (standard) Maxwell equations by
assuming that all fields are periodic in time with the same frequency ω. Then f1 ≡ 0 and
µ, ε, σ represent the magnetic susceptibility, the electric permeability and the conductivity of
the medium, while the applied current density, the magnetic and electric fields are given by the
inverse Fourier transform of f2,H and E.

Here we shall consider a slightly more general situation where the first equation is not nec-
essarily homogeneous.

We want to write the above system as a (stationary) complex Friedrichs system.
Let us introduce u = [u1 u2]

⊤ := [H E]⊤, and define

D :=

[
−iωµI 0

0 (−iωε+ σ)I

]
, Ak :=

[
0 Bk

B⊤
k 0

]
, k ∈ 1..3 ,

where Bk are 3 × 3 constant matrices associated to the differential operator rot [27, 13]. If we
denote by e1, e2, e3 the standard basis in C3, and define twice the antisymmetric part of tensor
product of two vectors by ∧ (i.e. u ∧ v := u⊗ v− v⊗ u), we have that B1 = e3 ∧ e2, B2 = e3 ∧ e1
and B3 = e2 ∧ e1.

For u ∈ C∞
c (Ω;C6) we define

Tu :=
3∑

k=1

∂k(Aku) +Du ,

so the system above reads Tu = f, with f = [f1 f2]
⊤.

Since constant matrices Ak are hermitian (in fact, real and symmetric), the condition (F1)
is clearly satisfied, but the positivity assumption (F2) is not, as

D+D∗ =

[
0 0
0 2σI

]
.

Therefore, we shall use the two-field theory introduced in the second section.
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Let us check the assumptions of Theorem 3. The conditions (F0), (F1), (F2A) and (F2B)
are trivially satisfied. In order to analyse the remaining condition (T3A) we first need to fix the
function spaces, and then to identify the graph space W and the boundary operator D.

As it will be clear later, the space L2(Ω;C6) is, unfortunately, not suitable, since for condition
(T3A) to be satisfied we need a higher regularity in the first component. Therefore, for the space
of test functions we take D = D1×D2 := C∞

c,div=0(Ω;C
3)×C∞

c (Ω;C3), where the space of smooth
compactly supported divergence free functions we denote by

C∞
c,div=0(Ω;C

3) :=
{
u ∈ C∞

c (Ω;C3) : div u = 0
}
,

and it is clearly a closed subspace of C∞
c (Ω;C3). If we denote by L2

div=0,0(Ω;C
3) the closure of

C∞
c,div=0(Ω;C

3) in the space L2(Ω;C3), we have that L = L1 ×L2 := L2
div=0,0(Ω;C

3)×L2(Ω;C3)

is a closed subspace of L2(Ω;C6), thus a complex Hilbert space when equipped with the standard
L2 scalar product, with D as a dense subset.

In this setting, by Example 2, we have that T, T̃ : L −→ D′ are given by

Tu :=

[
R1(−iωµu1 + rot u2)
(−iωε+ σ)u2 − rot u1

]
and T̃u :=

[
R1(iωµu1 − rot u2)
(iωε+ σ)u2 + rot u1

]
,

where D′ = D′
1×D′

2 is the antidual of D. HereR1 denotes the restriction operator from (standard)
distributions to D′

1, as it is explained in Example 2.
Let us now compute the graph space, i.e. find sufficient and necessary conditions on u ∈ L to

have Tu ∈ L. For the second component we have that (−iωε+ σ)u2 − rot u1 ∈ L2, which implies
that rot u1 ∈ L2 = L2(Ω;C3), therefore u1 ∈ L2

rot(Ω;C
3) ∩ L2

div=0,0(Ω;C
3), where L2

rot(Ω;C
3) =

{v ∈ L2(Ω;C3) : rot v ∈ L2(Ω;C3)}. The first component gives R1(−iωµu1 + rot u2) ∈ L1 or in
other words −iωµu1 +R1(rot u2) ∈ L1, which is equivalent to R1(rot u2) ∈ L1. Thus the graph
space is given by

W =
(
L2
rot(Ω;C

3) ∩ L2
div=0,0(Ω;C

3)
)
×
{
v ∈ L2(Ω;C3) : R1(rot v) ∈ L2

div=0,0(Ω;C
3)
}

=:W1 ×W2 .

By [35, Lemma 3] we have W1 ⊆ H1(Ω;C3), while for rot v ∈ L2(Ω;C3) we have R1(rot v) =
PL1

(rot v) ∈ L1 (see Example 2), thus L2
rot(Ω;C

3) ⊆ W2. The last inclusion appears to be strict,
but we do not study that question since it is irrelevant for the final conclusion in this example.

Moreover, the graph norm ‖ · ‖T is equivalent to

‖u‖2∗ = ‖u‖2L2(Ω;C6) + ‖rot u1‖
2
L2(Ω;C3) + ‖R1(rot u2)‖

2
L2(Ω;C3) ,

which is weaker than the standard norm [1] on L2
rot(Ω;C

6). However, one should be aware that
in the case where ωµ = 0 (and hence ‖u1‖L2(Ω;C3) is not present in the graph norm), in order
to reach the same conclusion, one has to use the fact that on W1, by [35, Theorem 5], we have
‖u1‖L2(Ω;C3) 6 C‖rot u1‖L2(Ω;C3) for some constant C > 0.

Thus, the closure of D in the graph norm is equal to

W0 = H2
div=0,0(Ω;C

3)× L2
rot,0(Ω;C

3) ,

where H2
div=0,0(Ω;C

3) = {v ∈ H1
0(Ω;C

3) : div v = 0} and L2
rot,0(Ω;C

3) is the space of functions

from L2
rot(Ω;C

3) whose tangential trace vanishes. Here we have used that on D the norm ‖ · ‖∗ is
equal to the norm of the space L2

rot(Ω;C
6), i.e. we can remove the restriction operator R1. This

is in accordance with the fact that rotL2
rot,0(Ω;C

3) = L2
div=0,0(Ω;C

3) (see [35]).
Although the second component of the graph space is a slightly unusual space, for checking

the condition (T3A) the first component is sufficient. Indeed, let V, Ṽ ⊆ W satisfy (V). Then
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u ∈ V ∪ Ṽ implies u1 ∈ L2
rot(Ω;C

3)∩L2
div=0,0(Ω;C

3), thus by the convexity of Ω and [35, Theorem
5] there exists C > 0 (independent of u1) such that

‖u1‖L1
= ‖u1‖L2(Ω;C3) 6 C‖rot u1‖L2(Ω;C3) ,

which implies (T3A).

Therefore, for suitable V and Ṽ we can apply Theorem 3 to these operators T and T̃ .
To this end, let us present one possible choice of V and Ṽ . Namely, let

V = Ṽ =W1 × L2
rot,0(Ω;C

3) ,

which is clearly contained in the graph space. Let us show that V (and then also Ṽ ) is closed in
W . The crucial fact is that on V the norm ‖ · ‖∗ is equal to the norm of the space L2

rot(Ω;C
6), as

it has already been commented. The statement follows since L2
rot,0(Ω;C

3) is closed in L2
rot(Ω;C

3).

For u, v ∈W1 × C∞
c (R3;C3) we have

W ′〈Du, v 〉W = 〈Tu | v 〉L − 〈 u | T̃ v 〉L

=
H−

1
2
〈 Trotu2, TH1v1 〉

H
1
2
+

H−
1
2
〈 Trotv2, TH1u1 〉

H
1
2
,

where TH1 : H1(Ω;C3) −→ H
1

2 (Γ;C3) is the trace operator and Trot : L
2
rot(Ω;C

3) −→ H− 1

2 (Γ;C3)
is the tangential trace operator (see [1], [11]). Since C∞

c (R3;C3) is dense in L2
rot(Ω;C

3) and
the topology of W1 × L2

rot(Ω;C
3) is stronger than the topology of the graph space W , we can

extend the above identity for D to W1 × L2
rot(Ω;C

3). It is straightforward then to see that for
any u, v ∈ V we have W ′〈Du, v 〉W = 0, implying that (V1) is satisfied, and that V ⊆ D(V )0.

Let us prove that D(V )0 ⊆ D(D(V )0)0. Since D(V )0 ⊆W and V is closed in W , there exists
an orthogonal projection PV in W on V . Moreover, it is obvious that for any v ∈ W the first
component of v − PV v is equal to zero, implying that for any u, v ∈W we have

〈T (u− PV u) | v − PV v 〉L = 〈 u− PV u | T̃ (v − PV v) 〉L = 0 .

Hence, for u, v ∈ D(V )0, by symmetry of D and by using PV u, PV v ∈ V ⊆ D(V )0, we have

0 =〈T (u− PV u) | v − PV v 〉L − 〈 u− PV u | T̃ (v − PV v) 〉L

=W ′〈D(u− PV u), v − PV v 〉W

=W ′〈Du, v 〉W − W ′〈Du, PV v 〉W − W ′〈DPV u, v 〉W + W ′〈DPV u, PV v 〉W

=W ′〈Du, v 〉W ,

resulting in D(V )0 ⊆ D(D(V )0)0. Since V is closed in W and W0 ⊆ V by Remark 3 we have
that V = D(D(V )0)0, obtaining V = D(V )0, hence (V2) is satisfied.

Therefore, by Theorem 3, for any f1 ∈ L2
div=0,0(Ω;C

3) and f2 ∈ L2(Ω;C3) there exists a

unique pair of fields H ∈ L2
rot(Ω;C

3) ∩ L2
div=0,0(Ω;C

3) and E ∈ L2
rot,0(Ω;C

3) such that

{
R1(−iωµH+ rot E) =f1

(−iωε+ σ)E− rot H =f2
.

Moreover, as −iωµH + rot E ∈ L2
div=0,0(Ω;C

3), we can remove R1, obtaining that H and E are
indeed the unique solution of the starting system (MS).

Remark 10. The choice of space L2
div=0,0(Ω;C

3) for the first component of our system may look
strange at first glance. However, if we have in mind the physical motivation for this example in
which f1 = 0, than from the first equation we can easily conclude that H belongs to L2

div=0,0(Ω;C
3)

if E belongs to L2
rot,0(Ω;C

3), which justifies this choice.
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Remark 11. The above result can easily be generalised (with the same existence and uniqueness
result) for ε, σ ∈ L∞(Ω;C) such that ωIm ε + Reσ > σ0 for some σ0 > 0. These assumptions
encompass some cases which, to the best of our knowledge, are not treated in the classical
literature (see [32, pp. 188–192] for a typical setting for the time-harmonic Maxwell system).

However, relaxing assumptions on µ is more challenging since it is desirable to have µu1 ∈ L1,
which is violated for non-constant µ.

4. Concluding remarks

We have shown that the already developed theory of abstract Friedrichs systems can be
adjusted to the complex Hilbert space setting, by proving a number of results, including a well-
posedness result for the stationary theory, for the non-stationary (semi-linear) theory and for the
two-field theory with partial coercivity in which the pivot space is some closed subspace of the
space of square integrable functions. We also proved equivalence of different representations of
boundary conditions and applied the derived results to a number of particular linear and semi-
linear equations with complex coefficients. We particularly emphasise situations in which the
pivot space is the space Hs(Rd;Cr), for real s, or some specific closed subspace of the space of
square integrable functions.

We hope that these extensions will broaden the applicability of the theory of Friedrichs
systems to various complex equations of mathematical physics, e.g. their numerical analysis by
some well developed numerical schemes for Friedrichs systems.
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[5] Nenad Antonić, Krešimir Burazin, Marko Vrdoljak: Connecting classical and abstract the-

ory of Friedrichs systems via trace operator, ISRN Mathematical Analysis Volume 2011, Article ID
469795, 14 pages, 2011, doi: 10.5402/2011/469795
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